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About this Manual

Abou t This Manual

1.1

This manual is intended to provide you with a n understanding of the Intel® Manycore Platform
Software Stack (Intel® MPSS) , What it is, how to configure it, and how to use its components.

This chapter begins with an overview of the remainder of the document, presents notation
used in this document, list s further documentation availab le for selected MPSS components,
and conclu des with a table of terminology.

It is recommended that the reader review at least Chapters 1-3 prior to a first installation of
MPSS.

Overview of this Document

Chapter 2: Provides a high level overview of Intel ® Xe on Pdrchitecture and then gives an
overview of Intel  ® MPSS architecture

Chapter 3: Is athorough, step -by-step guide to installing Intel ® MPSS, including basic
configuration steps and considerations for both workstation and cluster environments.

Chapter 4: Isanin -depth discussion of the  concepts and processes for configuring an Intel®
Xeon Phi E c o mstadlations s or

Chapter 5: Describes how to configure user credentials on thel nt el E Xeon Phi E coprocessor

Chapter 6: Describes supported network configurations, when each might be used , and how
to configure each. It also discusses how to configure NFS mounts, as well as DHCP
configuration.

Chapter 7: Presents methods for adding software to the Intel E Xeon Phi Eflecoprocessor
system.

Chapter 8: Explains how to cross -compile software fo rexecutonon | nt el E Xeon Phi E
coprocessor , as well as how compile and build on the Intel E Xeon Phi Eitsdfoprocessor

(native build).

Chapter 9: Presents configuration options for MPSS components, including the Intel® Xeon
Phi E co pr dioug % lemel, the host driver, the SCIF communication API, the COI offload
interface, the virtual console, and the Virtio block device.

Appendix A : Describes each of the Intel ~ ® MPSS-specific configuration parameters.

Appendix B : Describes each Intel ® MPSS micct rl command.

Appendix C : Presents sysfs entries exposed by the Intel ® MPSS host driver.

Appendix D : Provides some details on the micrasd daemon.

Appendix E : Describes the micnativeloadex utility.

Appendix F  : Provides detailed instructions on installing sev eral optional Ganglia , Micperf and
Reliability Monitor ~ MPSS components.

Appendix G : Provides instructions for rebuilding selected Intel ® MPSS components.

MPSS User's Guide 1



About this Manual

Appendix H : Is a tutorial describing how services are start ed on supported Linux * host
Operating Systems and the Intel E Xeon Phi E coprocessor
Appendix | : Presents some tools and techniques that can be used in troubleshooting and

debugging | nt el E Xeon Phi Eisstesprocessor

1.2 MPSS Re lease History

This version of t he cherSMPSE gedeasé 3.5Gui de

Beginning with the Intel ® MPSS 3.2 release, the significant new features in each MPSS release
are described in a document entitled Prominent features of the Intel ® Manycore Platform
Software Stack  (Intel ® MPSS) version M.N , where M.N is the MPSS release number. These
documents can be found by searching on https://software.intel.com/en -us/mic_-developer .

1.2.1 Technology Previews in this Release

1.2.1.1 CCL-Direct for Kernel Mode Clients

This release includes a technology preview of CCL -Direct for kernel mode clients. This includes

an experimental version of kernel mode InfiniBand* verbs and RDMA_CM and an  experimental

version of IPolB. This experimental version of CCL -Direct kernel mode support was tested with

a Lustre client. Refer to the document (/usr/share/doc/ofed -driver -*/lustre -phi.txt) for

information on how to build and install a Lustre client on t hel ntel E Xeon Phi E coprocessor
This preview only supports the Mellanox* mix4 driver and associated hardware , and currently

only supports the OFED -1.5.4.1 and OFED-3.5-2-MIC version s of OFED software. See Section

5.3 forinformationon|  PolB networking configuration.

1.2.1.2 File I0 Performance | mprovements
This MPSS technology preview is intended to improve the performance of system calls that
read and writ eto fileson tmpfs and ramfs mount points. In addition to a set of kernel
configuration parameters that enable these optimization s (ON by default in the release),
kernel command line options provide additional control to enable or disable the read and write
optimizations

See Section 9.1.6 for configuration instructions.

1.3 Notational Conventions

This document uses the following notational conventions.

1.3.1 Symbols within  Normal Text

This guide Italicize s commands and their arguments when they appear in prose sections of the
document. For example: micctrl now executes ifup micN for each of the coprocessors.

This guide also lItalicize s MPSS configuration parameter names when they appear in prose
sections. For example: When the RootDevice parameter <type> is NFS or SplitNFS é

Files and directories in  prose sections are i talic ized . For example: /etc/mpss/ default.conf.

2 MPSS User Guide
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micN denotes a ny coprocessor name of the form mic0, micl, etc. where N=0, 1, 2, etc,
typically used in file names. For example, the file name micN.conf denotes any of the file
names mic0.c onf, micl.conf , etc.
Emboldened text indicates the exact characters you type as input. It is also used to highlight
the elements of a graphical user interface such as buttons and menu names. For example:
Selectthe ENTER button, Select Copy fromthe Edit menu.

Code conventions
There are code snippets throughout this document.
COURIERtext denotes code and commands entered by the user

Italic COURIER text denotes terminal output by the computer.

flhost]$ 0 at the beginning of a lentered ondle hosttwthsusea cavnmoona n d
privileges.

Al hosa]&#t the beginning of a |Iline denotes a command
privileges.
flmicN] $6 at the beginning of a |ine deacaprbcessorwithesermmand

or root privilege s.

fimicN] #0 at the beginning of a | i ne deacopoessorwaithc mohma nd
privileges.

For example the following shows the micctrl -- config command executed as a non  -root user,
and the truncated output generated by micctrl :

[host]$  micctrl -- config
micO:

Config Version: 1.1

Linux Kernel: /usr/share/mpss/boot/bzimage - knightscorner

Directory  Symbols
For convenience, we define several symbols that denote commonly r eferenced directories.
$MPSS35 isthe top direct ory into which the mpss-3.5-linux .tar file has been expa nded.

$MPSS35_K1O0M is the directory into which the mpss -3.5 -klom.tar file has been expanded.
Normally this willbe ~ $MPSS35/klom .

$MPSS35_SRC is the directory into which the mpss -src-3.5 .tar file has been expanded.
Normally this willbe $  MPSS35/src.

$DESTDIR is a symbol that indicates the directory path variable that micctrl prepends to all
micctrl accesses of micctrl created files. Referto Appendix B.2.1 for details.

$CONFIGDIR is a symbol that indicates the directory path variable at which micctrl creates
MPSS- specific configuration files. Referto Appendix B.2.1 for details.

MPSS User's Guide 3
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$VARDIR is a symbol that indicates the directory path variable at which micctrl - -initdefaults
and --resetconfig commands createthe common and micN overlay hiera rchies, and at which
the micctrl --rootdev command places a ramfs file system image or NFS file system hierarchy.
Referto Appendix B.3.2.1 for details.

$SRCDIR is a symbol that indicates the directory path at which the micctrl -- initdefaults , --
resetdefaults , --resetconfig ,and --cleanconfg commands | ook for t himux*coprocessor ds
kernel image and default file system image. Refer to Appen dix B.3.2.2 for details.

$NETDIR is a symbol that indicates the directory path at which the micctrl -- initdefaults , --
resetdefaults , --resetconfig , and -- cleanconf ig commands create and/or edit control files. Refer
to Appendix B.3.2.3 for details.

1.3.2.2 Command Syntax

Following are conventions used in micctrl command syntax and MPSS configuration parameter
syntax:

<é> indicate s a variable value to be supplied.
[ €] indicate s an optional component.

(x| y| €ifuwddin micctrl command syntax and MPSS configuration parameter syntax to
indicate a choice of values.

The syntax of the Overlay configuration parameter is:

Over | ay (Filelist|Simple|File) <source > < target > (on|off)
Over | ay RPM <source> (on|off))

It indicates that there are two basic forms. The first takes a Filelist or Simple or File type,
followed by <source> and <ta rget> values to be provided, followed by a choice of on or off.
The second form takes the RPM type, followed by only a <source> value to be provided,
followed by a choice of  on or off.

The syntax of the  micctrl -- userupdate command:

micctrl -- userupdate =( none|overlay|merg e| nochange ) \
[( -a | -- pass =)(none|shadow)] [ -- nocreate ]

It indicates that the userupdate method must be set to one of none, overlay , merge , or
nochange . An optional argument can be invoked using either -a or -- pass and must specify

one of none or shadow (For Example: -anone or -- pass=none ). Finally, there is an optional -
-nocreate command.

The -- nocreate optionis italicized , indicating that it is a common suboption . These are
suboptions of multiple commands, whic h, for brevity, are defined once in Appendix B.3.2 .

1.4 Terminology

ABI Application binary interface
CCL Coprocessor Communication Link
COl Coprocessor Offload  Infrastructure

Coprocessor |Anl ntel E Xeon PhiE coprocessor
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DHCP Dynamic Host Configuration Protocol

Ganglia A distributed monitoring system

GDB Gnu debugger

HCA Host Channel Adapter

IPolB Internet Protocol over InfiniBand *

K10OM Architecture ofthe 1 nt el E Xeon Phi Ex1G ®mpdud Eamitys o r
LDAP Lightweight Directory Access Protocol

Lustre A parallel, distributed file system

MAC Media Access Control

MIC Many Integrated Cores, an informal name for the KNC architecture
MPI Message Passing Interface

MPSS Manycore Platform Software stack

MYO Mine, Yours, Ours shared memory infrastructure

NIS Network Information System

OFED Open Fabric Enterprise Distribution

PCle PCI Express

PCle2 PCI Express 2.0

QPI Intel ® QuickPath Interconnect, a point -to - point processor interconnect
RHEL Red Hat* Enterprise Linux*

RPM RPM package manager

SCIF Symmetric Communication Interface

SLES SUSE* Linux* Enterprise Server

MPSS User's Guide 5




About this Manual

SMP Symmetric Multi - Processor
SSD Solid state drive

SSH Secure Shell

Sysfs A virtual file system

VEth Virtual Ethernet
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Intel® MPSS at a Glance

2.1

This chapter provides an overview of MPSS. It begins with a very high level description of
Intel ® X e o n  Phuaiidvizare and system architectu re. The chapter also discusses the
programming models that MPSS is designed to support, how the various MPSS components

support those programming models
configurations

Intel ® Xeon

Thel nt el E Xeon
into an Intel ® Xeon-based platform . A typical

P hi Eis aRCle ada cia casl that has been des
platform configuration consists

,and provides a description of the supported network
. It concludes with a subsection describin

g other available documentation.

P Hardivare and System Architecture

ignedto be install ed
of one or two

Intel ® XeonE processorsand oneortwo | nt el E Xeon Phi B Adypipat ocessor

configuration is shown in Figure 1.

Figure 1: Typi cal Intel E Xeon Phi E Based Workstation Configuratioc
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When one or more  PCle based InfiniBand*

host channel

adapters , such as Intel ® True Scale

HCAs are installed in the platform,
speed with Intel

I nt el

E Xeon

®XeonE proceslsmtrsl BnX¥eon

P hi B can communicatesatshigh
P hi B inothep platfcness sio r

a cluster configuration
node within a cluster

. Figure 2 shows a typical

I ntel

E Xeon

Phi Ebasedqompute e s s or

. Within a single system, the coprocessors can communicate with each

other through the PCle peer

Other configurations are discussed in

-to - peer interconnect without any intervention from the host
Section 3.2.
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Figure 2:Intel ®Xeon Phi E Based Compute Node within a Cluster
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Thel nt el E Xeon
interconnect (

fully coherent by a global

Phi Eis compgosedof ensosethan 50 process or cores, caches,
memory controllers, PCle client logic, and a very high bandwidth, bidirectional ring

-distributed tag directory.

The |

nt el

Figure 3).Each ofthe cores comes c omplete with a private L2 cache that is kept

E Xeon Phi EKIOMprocessor

architecture cores support an X86

instruction set

with additional vector instructions that are

E Xeon

Phi EKIOMABl ocessor

t h e s®eX eroenats cbri scgandi eésanion

unique to the Intel ® Xeon Phi E ar c handitheclt utr el
differs from the Intel ®XeonE ABI For
anl ntel E Xeon Phi Eanddcgvesa@ essor

The memory controllers and the PCle client

memory on the coprocessor and the PCle bus, respectively. All these components are
connected together by the ring interconnect.

I nt el

E Xeon

P hi Escads gomat bagespsrmanent file system storage, suc

logic provide a direct interface to the GDDR5

hasan

SSD. Instead the file system is maintained in RAM and/or is remotely (

mounted.
Eachl nt el E

OS,thel nt el

Xeon

E Xeon

processors or other PCle devices.

For Instance: NFS)

P hi Eruns agiandard e kisux* r kernel (2.6.38 as of this writing)
with some minor accommodations for the MIC hardware archit

ecture . Because it runs its own

P h i Eis rothardware eashe apherent with the host Xeon

MPSS User Guide



Intel® MPSS at a Glance

Figure 3:Intel ®Xeon Phi E Architecture Ring and Cores

For more information on I ntel E Xeon Phi Earchiegurepvisietiies o Intel® Xeon
Phi E ProducpageFami |y

2.2 Programming Models and the Intel® MPSS
Architectu re

To understand the MPSS architecture, it helps to understand the range of programming
models supported by Intel  ® MPSSandthe | nt el E Xeon Phi E coprocessor

221 Programming Models

The Offload, Symmetric and Native (MIC -hosted) programming models offerad iverse range of
usage models and an overview of these options are d epicted in Figure 4.
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2.2.1.2

2.2.1.3

Figure 4: Spectrum of Programming Models
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Xeon® CPRQentric

Intel®- S 2 y -Qetri n

Xeonthosted

Generabpurpose
serial and paralle
computing

main( )
MPI1_*()

Offload

Codes with highl
parallel phases

main( )
work()
MPI_*()

Symmetric

Codes with
balanced needs

Native

Highly parallel
codes

Offload Programming Model

Inthe Offload model, one or more processes of an application are launched on one or more

Xeon host processors. These processes, represented in the figure by
computation , represented by  work( ), to one or more attached

main() , can offload

I nt el

E Xeon

Phi B, coprocessor

to take advantage of

the many -core architecture

with its wide vector units and high memory

bandwidth . Inthe case where the application is composed of more than one p
processes often communicate using some form of message passing, such as

rocess, the
Message Passing

Interface  (MPI) thus we also show MPI_*() , on the host. This offload process is programmed
via the use of offload pragmas supported by the
an application is created with one of these compilers, offloaded execution will fall back to the

host in the event that a coprocessor is not available. This is why an instance of work()
shown on the host as well as on the Intel® Xeon Phi E coprocessor

Symmetric Programming Model

The Symmetric programming model is convenient for an existing HPC application that is
composed of multiple processes, each of which could run on the host or coprocessor, and use
some standard communicatio ~ n me chanism such as MPI.  In this model
offloaded , but rather remains within each of the proces ses comprising the application.
cases, where the application is MPI based, the OFED distributions  enable high bandwidth/!
latency co mmunication using  installed Intel ® True Scale or Mellanox * InfiniBand * Host
Communication Adapters

N ative Programming Model

The Native (MIC -hosted) programming model is just a variant of the Symmetric model in

which the one or more processes of an application are launched only on MIC coprocessors.

From an MPSS architecture perspective, these programming models typically depend on SCIF
and the VEth (Virtual Ethernet)  driver to launch processes on anl ntel E Xeon
coprocessor .

10 MPSS User Guide
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MPSS Software Architecture and Components
Figure 5 provides a highlevel representation of Intel ® MPSS and its relation to othe  rimportant
software components.  The host software stack is shown to the left and the I ntel E Xeon
coprocessor software stack to the right. While the stacks are mostly symmetri ¢, host and
I ntel E Xeon Phi Ecomponentsinckuding applications) are not binary compatible .

Figure 5: Intel ® MPSS Architecture

Host IntelE Xeon PhiE

Intel® Tools (C++/Fortran Intel® MPSS Utilities

runtime, Intel® MPI, MKL,

Intel® MPSS Utilities Intel® Tools (C++/Fortran

(micctrl, micinfo,
micflash,é )

(micctrl, micinfo, runtime, Intel® MPI, MKL,

vTune, other libraries) micflash,é ) vTune, other libraries)

User DAPL COl & MYO i COl & MYO DAPL
OFED verbs Libraries . Libraries OFED verbs
Space HCA Lib kets|J HCA Lib
|
IB Proxy User SCIF . micmpssd | User SCIF
Daemon Library ! - Library
|
JEN NP Y (PR AN P B e REnttetEelt e LEEe 1
|
!
Kernel TrueScale* or ! TrueScale* or
Mellanox Driver ! Mellanox Driver
Space |
|
SCIF Driver RIS |VEUEAIEE | | WG SCIF Driver
Driver  Driver Driver
|
SevckiE Ui lana | Linux* kernel vs_/lth MIC
i accomodations

[ PCI Express* Bus |

| InfiniBand* HCA (PCle card) |

MPSS delivered components
InfiniBand*
Fabric

Other Intel® component

Open source components

I nt el E Xe o rCopPbesshr Operating System

Underlying all computatonon | nt el E Xeon Phi Eisdhe mtelo%Xessm r PlinuxE
kernel. This is a standard Linux* kernel (2.6.38 as of this writing) with some minor

accommodations for the MIC architecture, such as for saving the state of the extended MIC

register set on a context switch. The Linux* kernel and initial file system image for the Intel®
Xeon Phi E c¢ oparednstaledsnto the host file system as part of Intel ® MPSS
installation.  After installation the I ntel E Xeon Phi ELinaxs pnstallatiensal aeed to
be configured according to the expected workload/ application. Configuration will be covered in
detail starting in ~ Chapter 4.

The Linux* e nvironment on the coprocessor utilizes BusyBox to provide a number of Linux*
utilities. These utilities may have limited functionality when compared to similar tools provided
with the host Linux* distribution. For more information regarding BusyBox , see the link

http://www.busybox.net/.
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22272 MPSS Middleware Libraries

The compiler runtimes depend on the Coprocessor Offload Infrastructure (COQl) library to

offload executables and data for execution on a coprocessor, and use s Mine Your Ours (MYO)

shared memory infrastructure to provide a virtual shared memory model that simplifies data

sharing between processes on the host and coprocessor(s). Similarly , some functions in the

Intel ® Math Kernel Library ~ (MKL) automatical ly offloadworkto | nt el E Xeon Phi B coprocessor
using the COlI library.

COl, MYO, and other MPSS components rely on the Symmetric Communication Interface

(SCIF) user mode API for PCle communication services between the host processor, Intel®
Xe on Pdoprdeessor , andinstalled InfiniBand* host channel adapters.  SCIF delivers very
high bandwidth  data transfers and sub  -nsec write latency to memory shared across PCle,

while abstracting the details of communication over PCle.

The COI, MYO, and SCIF librar ies are also available for use by other applications. Section 2.4
lists additional documentation on these libraries.

2.2.2.3 MPSS Modules and Daemons

The hostdriver (mic.ko ) is the component of Intel ~ ® MPSS that initializes , boots, and manages
the l nt el E Xeon Phi E Tabog acoproeesseorp r mic.ko injects the Linux* kernel
image and a kernel command line into the coprocessor & snemory and signals it to begin
execution. SCIF functionality is largely implemented in kernel mode SCIF drivers on the host
andl ntel E Xeon Phi E coprocessor

Virtual Ethernet  (VEth) driver s on the host and coprocessor implement a virtual Ethernet
transport between them. Th is supports a standard TCP/UDP/IP stack and standard tools , such
as ssh, scp , etc., across PCle. A virtual console driver is built into mic.ko. Finally, mic.ko

directs power management of the installed coprocessors

The virtio block device (virtblk) uses the Linux © virtio data transfer mechanism to implement a
block deviceonthe | nt el E Xeon Phi E The depice stores slaamn a specified
storage location on  the host processor and can therefore be persistent across rebooting of the
COpProcesso r.

The Intel ® True Scale and Mellanox* drivers enable direct data transfers between Intel® Xeon

Phi E copr onemeos/ srdl aninstalled Intel ~ ® True Scale or Mellanox*  InfiniBand * HCA.

MPSS also includes an optional InfiniBand* over SCIF (ibscif ) driver wh ich emulates an

InfiniBand* HCA to the higher levels of the OFED stack. This driver uses SCIF to provide high

BW, low latency communication between multiple Intel E Xeon Phi Binadgom ocessor

host platform, for example between MPI ranks on separate Intel E Xeon Phi Escoprocessor

An mpssd daemon runs on the host, and direct s the initialization and booting of the Intel®
Xeon Phi E c ogbasectoa saset of configuration files. The mpssd daemon is started
and stopped with the Linux* mpss service , and instructs the cards to boot or shutdown. In the
eventthatthe |1 nt el E Xeon Phi EOScmshespmpssa willraboot the coprocessor
orbringittoa ready (to be booted) state . A micmpssd daemon on the coprocessor
communicates with mpssd to perfo rm operations, such as dynamically modifying user

credentials, on behalf of micctrl .

micrasd is an application that runs on the Host to handle and log hardware errors reported by

I ntel E Xeon Phi B. lcisonprmailyccensrallesl through the micras service. Referto
Appendix D for additional information.

2224 Tools and Utilities

MPSS includes several system management tools and utilities:
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micctrl is a utility with which the user can control (boot, shutdown, reset) each of the installed
I ntel E Xeon Phi E. nicotp ralsccoffesssiumerous options to simplify the process of
configuring each coprocessor . Configuration tasks can include controlling user access to

coprocessors , adding coprocessors to a TCP/IP network,
supplied default coprocessor file system ( the defaultin

and installing software into the MPSS -
itramfs). A substantial portion of this

document is devoted to creating an optimized  configuration, which can be accomplished by

use of micctrl and by directly e diting configuration files.

micctrl is discussed at length

throughout this document. micctrl commands are described in detail in Appendix B. The same
information is available online from micctrl help:
[host]$ micctrl -h

micinfo and mpssinfo display information about the I
the system as wel | as information about the host operating
mpssinfo is a POSIX compliant version of micinfo . For
or mpssinfo man page.

[host]$  man micinfo
[host]$ man mpssinfo

ntel E Xeon Phi Binstallgdinocessor
system and MPSS host driver.
detailed information, refer to the micinfo

micflash and mpssflash ar e used to update a coprocessoroés flash i
flash image to a file on the host, and to display the current flash version that is loaded on a

coprocessor. mpssflash is a POSIX -compliant version of

micflash. For detailed information

about micflash or mpssflash , refertothe micflash or mpssflash man page:

[host]$  man micflash
[host]$ man mpssflash

The micsmc tool is used to monitor coprocessor statistics such as core utilization,

temperature, memory usage, pow er usage statistics, and error logs. micsmc can function in
two modes: GUI mode and command -line (CLI) mode. GUI mode provides real -time
monitoring of all detected I ntel E Xeon Phi Binstalgdinthe systesnoThe CLI

mode produces a snap -shot vie w of the status, which allows CLI mode to be used in cluster

scripting applications. For detailed information about

[host]$ man micsmc

The miccheck utility executes a suite of diagnostic tests th

micsmc , refer to the  micflash man page:

at verify the config uration and

current status of the I ntel E Xeon Phi Esoftwarp stackc Forsdstailed information

about miccheck , refer to the micflash man page:

[host]$ man miccheck

The micnativeloadex utility copies an| nt el E X

eon Phi Enatvehinarptc@ s s or

specified 1 nt el E Xeon Phi Eandexqoute it Refevto Appendix E for additional

information.

Optional Packages

The MPSS distribution includes several packages that are optionally installed. Additional

information and installation instructions can be found

in Appendix F:

Reliability Monitor , is an optional service that runs on the head node of a cluster, and monitors

the health of MIC based comput nod es in the cluster.

Thel nt el E Xeon Phi EPedoonmmce Wekioads r package can be used to evaluate
the performance of an I ntel E Xeon Phi Ebasedipstaltatioe.s s or

MPSS User's Guide
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An optional Ganglia support package to enable Ganglia based monitoring of Intel E Xeon Phi E
coprocessor s, is also included. (  Ganglia is an open source cluster monitoring system).

2.2.2.6 gcc Toolchain

The MPSS distribution includes both a cross -compile gcc toolchain  and a native gcc toolchain

The cross compile gcc toolchain is used from the host to build components for execution on

I ntel E Xeon Phi E. Simiaply, thecnatisesgocttoolchain executes on a n Intel®
Xeon Phi E c o pbuldcerspsnents for execution on a nlntel E Xeon Phi E
coprocessor . The native gcc toolchain is not installed into the default Intel E Xeon Phi E
coprocessor file system image, but is available in a separate tarball that contain s hundreds of
binary RPMs that can be used to customize the default file system image . Among them are
system daemons including cron, rpcbind , and xinetd ; performance and debugging tools

including gperf, Isof, perf, and strace ; utilities including bzip2, curl, rsync, and tar; scripting
languages including awk, perl, and python ; and development tools including autotools , bison,
cmake , flex, git, make , patch , and subversion , and the GCC toolchain mentioned above

2.2.3 | nt el E Xe o rCopohessBr  Networking
There are three basic network configuration options that enable Intel E Xeon Phi E
coprocessor s to operate in a wide range of networking environments. These are briefly
described below. Network configuration is described in depth in Chapter 5.

2.2.3.1 Static Pair Configuration

The s tatic pair configuration creates a separate private network between the host and each

I ntel E Xeon Phi E It assigns andReasdsessrto each of the net work endpoints

Various options for selecting the IP address es(as seen be the host) and the hostbs
(as seen by the coprocessor) are available.

Figure 6 depicts ahost , ontheleft , withtwo | nt el E Xeon Phi E. Apdvpte ocessor

network was configured between the host and each coprocessor. Notice that micO and micl
are on separate subnets.

Figure 6: Static Pair  Configuration

Host micO
micO micO
<>
172.31.1.254 172.31.1.1

eth0
micl e micl . 1
172.31.2.254 172.31.2.1 mic
This network configuration is established by default when micctrl --initdefaults is called for the
first time. This configuration is sufficient for Intel ® C++and FORTRAN compiler pragma -based

offload computation on a standalone (non -cluste red) host platform and other program models
where a coprocessor only needs a network connection to the host.
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Additional information about this network configuration is in Chapter 5.

2.2.32 Bridged Network Configurations
A network bridge is a way to connect two Ethernet segments or collision domains in a protocol
independent way. It is a Link Layer device which forwards traffic between networks based on
MAC addresses and is therefore also referred to as a Layer 2 device

Two types of bridged networks are directly supported by MPSS.

2.2.3.2.1 Internal  Bridge Configuration

Some distributed applications running on I nt el E Xe acoprogessorE on a single node

need to communicate between coprocessors, and perhaps with the host. An internal bridge

allows forthe connectionofoneormore | ntel E Xeon Phi Bwithmpsinglelmsts or

system as a subnetwork. In this configuration, eachl ntel E Xeon Phi Ecacoprocessor
communicate with the host and with the other I ntel E Xeon Phi Binthe patfam.e ss or
Figure 7 shows an example of an internal bridge configuration

Figure 7: Internal bridge network

| 2ad0 Y A (
e , micO
o [V MO M 723111
o
H
\l
ethO <> x
=
=
-E micl >
> > i
micl ¥ o200 Y A C

Such a network configuration could, for example, be used to support communication between

the ranks of an MPI application that is distributed across the Intel E Xeon Phi B coprocessor
and host. (However, use of the IBSCIF virtual InfiniBand* HCA driver will likely provide better

performance.)

The additional considerations and steps to configure this network topology are described in
Chapter 5.

2.2.3.2.2 External Bridge Configuration

The external bridge  configurationbridges | nt el E Xeon Phi Btoawgxtersat e ss or
network. This is the typical configuration required when I ntel E Xeon Phi Bareoprocessor
deployed in a cluster to support remote communicatonamong | nt el E Xeon Phi B coprocessor

and/or Xeon ® processors across different compute nodes.

Figure 8 depicts a cluster in which the I ntel E Xeon Phi Eorceagh hostoaeaseo r
bridged to the external network. The IP addresses in such a configuration can be assigned
statically by the system administrator or b y a DHCP server on the networ k, but must generally

be on the same subnet.
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InfiniBand* based networking is not shown in this figure. InfiniBand* based networking will
usually provide significantly higher bandwidth than the IP networking supported by the MPSS
Virtual Ethernet driver. Ma  ny clusters use Ethernet* networking for low bandwidth

communication suchas  command and control and use InfiniBand* networking for high
bandwidth communication as application data  transfer .
Figure 8: External bridge network
Host micd
micl}
™ 1723102
%  @thl E
T e e 13103 Micl
Host - micl
[ ™ *maes
e athy e E
D ma e Lf;natllnu micl
Host mic M0
A+ mich AR 1TLILON+
E 1
- athi - E
5 el
w+  micl #=iL3lOae+micl
2
To prepare for configuring this network topology, you should ensure that you have provided a
large enough IP address space to accommodate the nodes of the externally bridge d networks.
These topics and steps to configure this network topology are described in Chapter 5.

Supported Intel® Productivity Tools

The following table lists compatible version s of Intel ® productivity

with Intel ® MPSS release 3.5.

tools that are supported

Table 1:Intel ® Productivity Tools Supported by Intel ® MPSS 3.5
Name of Tool Supported Version
Intel ® Composer XE 2015
Intel ® C++ Compiler 15.0
Intel ® Integrated Performance Primitives for Linux* 8.2
Intel ® Math Kernel Library for Linux* 11.2
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Name of Tool Supported Version
Intel ® Threading Building Blocks for Linux* 4.3
Intel ® VTuneE Amplifier XE 2015
Intel ® SEP 3.11
Note: The intel -composerxe -compat -klom RPM temporarily provides backward compatibility to ICC
compiler versions prior to 14.0.0 via the soft links to /opt/mpss/ 3.5 /sysroot. It is not a

separate set of binaries for the x86_64 -klom -linux architecture used in MPSS 2.1.6720.

2.4 Related Documentation

The | nt el E Xe dCoproBdssorE Developer Zone website  has a wealth of information on all
aspects of Intel® Xeon Phi E c opr @roggamsiogt

The following d ocumentation are specificto Intel ® MPSSand | nt el E Xeon Phi Biscoprocessor
listed below.

2.4.1 SCIF documentation

The SCIF documentation is found at the following locations:

24.1.1 SCIF User Guide

$MPSS35/docs/SCIF_UserGuide.pdf

24.1.2 SCIF Tutorials Location

SCIF tutorial source files are installed at:
/usr/share/doc/scif/tutorials

Instructions for building and running the SCIF Tutorials can be found in:
/usr/share/doc/scif/tutorials/README.txt

SCIF tutorial source is packaged in:
$MPSS35/mpss -sciftutorials -doc-*.rpm

SCIF tutorial binaries are packaged in:
$MPSS35/mpss -scift utorials -3.*.rpm

Debuggable SCIF tutorial binaries are packaged in:
$MPSS35/mpss -sciftutorials -3.*.rpm

2.4.1.3 SCIF Man Page Location s
Man pages for, respectively, user mode and kernel mode SCIF APIs are installed to:
/usr/share/man/man3  /scif*

/usr/share/man/man9 /scif*
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2.4.2 COIl Documentation

The following COI documentation is installed during base MPSS installation

/usr/share/doc/intel  -coi-3.5/ -release_notes.txt

lusr/share/doc/intel  -coi-3.5/ -MIC_COI_API_Reference_Manual_0_65.pdf
/usr/share/doc/intel  -coi-3.5/ - coi_getting_started.pdf

lusrfinclude/intel  -coi/ -header files contain full API descriptions
lusr/share/doc/intel ~ -coi-3.5 /tutorials / - Full tutorials source and Makefiles
/usr/share/man/man3  /COI* -man pages

2.4.3 MYO Documentation

The following MYO documentation is installed during base MPSS installation

2431 MYO Man Page Location

lusr/share/man/man3  /myo*

2.4.3.2 MYO Tutorials & Other Document Location on Linux *

lusr/share/doc/myo

2.4.4 Micperf Documentation
Intel E Xeon Phi EPedoonmmce cWosklsad (Micperf) documentation is found at

lusr/share/doc/micperf ~ -3.5 when m icperfis installed (see  Appendix F.2).

245 | nt el E Xe o rCoppobesssBr Collateral

The following documents provide additional information on various aspects of Intel ® Xeon

Phi E hardware and software.
I ntel E Xeon Phi ESpeciigtioo \dpdates o r

https://www - ssl.intel.com/content/www/us/en/processors/xeon/xeon - phi -coprocessor -
specification -update.html

Intel® Xeon Phi E c¢ o pafetyars Cempliance Guide:

https://www - ssl.intel.com/content/www/us/en/processors/xeon/xeon -phi-coprocess or-safety -

compliance -guide.html

I ntel E Xeon Phi EDatashget ocessor

https://www - ssl.intel.com/content/www/us/en/processors/xeon/xeon -phi-coprocessor -
datasheet.html

Intel E Xeon Phi ESoftnan Users Guids: o r
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https://www ___-ssl.intel.com/content/www/us/en/processors/xeo n/xeon -phi-coprocessor -
software -users -guide.html

I ntel E Xeon Phi ESystamSofiwareDewlopers Guide:

https://w__ww - ssl.intel.com/content/www/us/en/processors/xeon/xeon - phi -coprocessor -
system -software -developers -quide.html

I ntel E Xeon Phi EDevepersQuick StartcGuide:

http://software.intel.com/en - us/articles/intel _-xeon -phi-coprocessor -developers -quick -start -

quide
I ntel E Xeon Phi Elnstustipm SetcAecs $itecture Reference Manual:

http://software.intel.com/sites/default/files/forum/278102/327364001en.pdf

Information on platforms that support the I nt el E Xe coprofessorE

http://software.intel.com/en - us/articles/which  -systems -support -the -intel -xeon -phi -
coprocessor

Intel ® MPSS Performance Guide

https://software.intel.com/sites/default/files/managed/72/db/mpss - performance -guide.pdf
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I ntel E Xeon Phi E Coprocessor Installation
Process

3 I ntel E Xe o rCoprohesshr
Installation Process

This chapter describes the steps  for installing and configuring Intel E Xeon Phi E coprocessor
hardware and software . Most of these steps  through Section 3.3 are common to both

workstation and cluster configurations. Section 3.5 and later a re primarily of interest to cluster

administrators  and those with advanced workstation programming configuration requirements

Caution: Itis strongly recommended that you read through this chapter before actually proceeding
with installation to insure that all required components and facilities are available. Itis also

strongly recommended that these installation steps be performed in the order in which they
are presented.

3.1 Hardware and Software Pr erequisites

3.1.1 Host System HW

A system that supports the I ntel E Xeon Phi Eisrmequipedto mureMPSS r. Youcan

find information on such platforms at the Intel ~ ® Developer Zonefor | nt el E Xeon Phi E
coprocessor s: https://software.intel.com/en -us/mic _-developer . Search for an article entitled

Which systems support the Intel E Xeon Phi P coprocessor

3.1.2 BIOS Configuration

Several BIOS settings are important to the proper functioning of MPSS.

3.1.2.1 Enable Large Base Address Registers (BAR) Support in the
Host Platform BIOS

BIOS and OS support for large (8GB+) Memory Mapped I/O Base Address Registers (MMIO
BAR's) above the 4GB address limit must be enabled.

In some instances, motherboard BIOS implementat ions have this feature set to disabled and it
must be enabled manually.

Contact your platform and/or BIOS vendor to determine whether changing this setting applies
for the platform being used.

3.1.2.2 Enable Intel® Turbo Boost on the Host Platform

For b est performance, it is recommended that Intel ® Turbo Boost is enabled. Enabling this
setting in the BIOS is vendor specific. Contact your platform vendor for instructions.
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3.14

3.1.5

3.1.6

Intel E Xeon Phi E Coprocessor

Process

Supported  Host Operating System S

Intel ® MPSS 3.5 has been validated against specific version s of Red Hat* Enterprise  Linux*

(RHEL) and SUSE* Linux* Enterprise Server (SLES) asthe host operating system. Table 2 lists

the supported versions of these operating systems
To obtain the version of the kernel running on the host, execute:

[host]$  uname -r

Table 2: Supported Host Operating Systems

Supported Host OS Versions Kernel Version
Red Hat* Enterprise Linux* 64 -bit6. 4 2.6.32 -358
Red Hat* Enterprise Linux* 64 -bit6. 5 2.6.32 -431
Red Hat* Enterprise Linux* 64 -bit6. 6 2.6.32 -504
Red Hat* Enterprise Linux* 64 -bit 7.0 3.10.0 -123
Red Hat* Enterprise Linux* 64 -bit 7.1 3.10.0 -229
SUSE* Linux* Enterprise Server 11 SP 3 3.0.76 -0.11-default
SUSE* Linux* Enterprise Server 12 3.12.28 -4-default

Sections 3.3.3 and 3.6.2 discuss rebuilding the MPSS host drivers and MPSS OFED drivers in
the event that the host kernel has been patched/upgraded.

Host Operating System Configuration

1. The SUSE* Linux* Enterprise Server release kernel must be configured to allow non -
SUSE* dri ver modules to be loaded. Edit the file "/etc/modprobe.d /unsupported -modules"
and set the value  of " allow_unsupported_modules" to 1.

2. If SELinux is installed, it must be disabled before installing Intel ® MPSS software to

prevent SELinux from overriding sta  ndard Linux* permissions settings.

Root Access

Many tasks described in this document require root access privileges. Verify that you have
such privileges to the machines which you will configure

The use of sudo to acquire root privileges should be don e carefully because there may be

subtle and undesirable side effects to its use. Sudo might not retain the non -root environment
of the caller. This could, for example, result in use of a different PATH environment variable
than was expected, resulting in e xecution of the wrong code.

When su is used to become root, the non -root environment is mostly retained. HOME, SHELL,
USER, and LOGNAME are reset unless the  -m switch is given. See the su man page for details.

SSH Access tothe | nt el E Xe o rCopPobessar

Secure Shell (SSH) is a connectivity tool for secure remote command -line login, command
execution, and other ~ services between two networked computers. SSH is an important
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capability for enabling users to move and launch native applications and data to Intel® Xe on
Phi E ¢ opr 9anemsoseaasults back. Developers can use SSH to access an Intel® Xeon

Phi E c¢opr toperfors pative compilation and other software development tasks.

Most | nt el E Xeon Phi Econfigumtiontaskssande done indirectly f rom the host,
as will be discussed later. However, some administrators may prefer to use SSH to logon to
anl ntel E Xeon Phi Etopedopnr sach eosfiguvation tasks directly or verify that a
coprocessor6s confi.guration is correct

SSH access is generally not needed by users who will develop and/or execute offload
applications using the Intel ® C++ and FORTRAN offload pragmas.

Thel nt el E Xeon Phi ELinoxs @S soppatsnetwark access using SSH keys or
password authentication  ;this requires that valid credentials exist on the coprocessor.

Depending on parameterization, t he micctrl --initidefaults command , when performed
following base MPSS installation ( Section 3.3.3.3 ), creates a user account on each

copr oc e filsgystetsfor selected users and root in the host /etc/passwd file. In addition,

for each such user, if SSH key files are found in the user's ".ssh" directory, those keys may
also be propogat edtothe | nt el E Xeon Phi EsfiesygtamoThis all@ve ssh access
tol nt el E Xeon Phi Ewithoatphe meeddcsester a password.

Each user, including root, that will need SSH access should execute the ssh-keygen comman d:
[host]$  ssh - keygen
to generate aset  of ssh keys.

See Chapter 5 for information on customizing the user credentialing behavior.

3.1.7 Init Scripts

Red Hat* Enterprise Linux*6  and SUSE* Linux* Enterprise Server 11 use the System  V init
system , while Red Hat* Enterprise Linux* 7 and SUSE* 12 uses the systemd init system. The
System V init system uses the service command, which has the form:

service  SCRIPT COMMND [OPTIONS]

where the SCRIPT parameter specifies a System V init script, and the supported values of
COMMAND depend on the invoked script. System d uses the systemctl command, which has
the form:

systemct | [ OPTI ONSé] COMMAND [ NAMEEé]
wher e [ NAME é brmore pammatecs to the COMMAND.
The systemctl command is also used on RHEL* 7 and SUSE* 12 instead of the chkconfig

command. Init commands in this document are in System V format. On host systems with
RHEL* 7 or SUSE* 12 , those commands should be conver ted to system format as follows:
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Table 3: System V format commands
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RHEL* 6/SUSE 11 Command

RHEL* 7 /SUSE* 12

Command

service mpss unload

systemctl stop mpss
modprobe -r mic

service SCRIPT COMMAND

systemctl COMMAND SCRIPT

chkconfig NAME on

systemctl enable NAME

chkconfig NAME off

systemctl disable NAME

For example, the command:
[host]# service nfs restart
should be converted to:
[host]# systemctl restart nfs
on RHEL* 7 /SLSE* 12 . Similarly
[host]# chkconfig mpss on

becomes :

[host]# systemctl enable mpss

In the remainder of this document, service

that links back to this section:

[host]#  service mpss start

Network Manager

and systemctl are

prepended with a superscript

Some configuration of the network manager is required. Configuration is host operating

system dependent.

! Whenrunning Intel® MPSS on RHEL 7.0, please replace:

service mpss unload
with

systemctl stop mpss
modprobe-r mic

For all other service commands, replace:

service <daemon> <action>
with
systemctl <action> <daemon

MPSS User's Guide
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3.1.81 RHEL* 6, RHEL* 7 and SLES* 11

Users have encountered issues in configuring the virtual network interfaces for Intel® Xeon
Phi E ¢ opr owhensNetworkManager is being used on RHEL* 6, RHEL* 7 and SLES* 11
platforms. It is strongly recommended to use the older and more server -oriented network

daemon instead with these operating systems.
To determine if NetworkManager is active, execute:
[host}#  !service  NetworkManager status
To switchto network daemon , perform the following on the host:

[host}#  ‘chkconfig NetworkManager off
[host]# chkeconfig network on

[host]#  ‘!service  NetworkManager stop
[host]#  !service  network start

3.1.8.2 SLES* 12

The wicked network configuration framework is enabled by default on SLES* 12. For proper
functioningof | nt el E Xe ccoprogessor B networking with  wicked , the nanny daemon

should also be enabled. The recommended procedure is to create and/or edit the file
/etc/wicked/local.xml to include a line that enables the nanny daemon, for example:
<config>
<use - nanny>true</use - nanny>
</config>
More information is available at: https://www.suse.com/documentation/sles -

12/book_sle_admin/data/sec_basicnet_manconf.html

After any cha nge in network configuration, the wicked daemon should be restarted for
configuration changes to take effect:

# lsystemctl restart wicked

Itisa Isorecommended to flush the DNS cache by issuing:

# lsystemctl restart nscd

32 I ntel E Xe o rCopphbessr Card Physical
Installation

Note: You can skip this chapter if your host has just a single CPU socket because all PCle slots are
equivalent.

Wheninstaling | nt el E Xeon Phi Ecamdsinorahastelstioronysome consideration
should be given to the slot or slots where the cards are installed. The options depend  on if an
I ntel E Xeon Phi Ecadoommunicates s with another PCle device , such as another
I ntel E Xeon Phi EoranolpfiniBandé s HGAr We refer to such communication

between PCle devices as peer -to-peer (P2P).

An important factor is that when PCle devices are plugged into I/O hubs of different CPU

sockets, communication between those devices will be across the Quick Path interconnect . The
bandwidth of this communication w ill typically be lowerthan communication bandwidth when
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3.2.11

3.2.1.2
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the two devices are plugged into the same I/O hub.
transfers between two PCle devices, it is recommended
considerations in mind. Contact your host platform OEM
documentation  for information on bus/processor locality.

Workstation Considerations

Workstations typically do not have InfiniBand*
between | nt el E Xeon
somewhat determined by the programming model

Phi E Coprocessor

Il nstallatior

Therefore , if you expect P2P data
to setup node s with the above
or refer to moth

erboard

HCAs. In this case, P2P communication
P hi B wid deermimecheve cardsrare install
. Programming models were discussed

ed, and this is

briefly in  Section 2.2 . If there is just a single coprocessor, it makes little difference into which

slot it is installed

Offload Programming M odel

Most workstation applications uset he offload programming model
Intel ® C/C++ and FORTRAN compilers, and MKL libraries to
I ntel E Xeon
communicate only with the host processor, not with
important . Thereforeitis recommended that cards
among the 1/0 hubs. Figure 9 is an example of such an installation.

each other;

support provided by
offload work to one or more
Phi . mthig rfmmesarts plrnt el E Xeon
P2P bandwidth is thus not

are installed as uniformly as possible

Care, should be taken to

the

Phi B coprocessor

ensure that the host side of the offload program is running on the same NUMA node as the

work . Refer to the

Intel® MPSS Performance Guide

for

coprocessor to which it is offloading
additional information.

Figure 9 Uniform distribution of I nt el E Xe o ropRdessd
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Symmetric and Native Programming Models

When an application is distributed across the Intel E Xeon
communication bandwidth between coprocessors is important. This might
example, when MPI ranks are instantiated on multiple I nt el
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Experimentation to find the best

Cluster Considerations

When botha n |

platform , it is important to maximize communication
suggests that, w here there is one of each, they should be installed into the same 1/O hub

the example in
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Figure 11 shows.

configuration is recommended.

P h i Eandam pinficiRards sHCA are inst alled in the same
bandwidth between the two devices. This
,as
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Figure 11 Intel(R) Xeon Phi(TM) and InfiniBand* HCA sharing an I/O hub
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By extension, when there are equal numbers of
we suggest installing an Intel E Xeon
/O hub, as the example in Figure 12 shows .
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Figure 12 Symmetric Distribution of Coprocessors and HCAs

For other ratios of  Intel® Xeon Phi E ¢ o pr 9anckIB HAAs, consideration should be given
to how the devices are expected to inter -communicate, remembering the relative
communication BWs between the various PCle slots in a platform.

3.2.3 Validat el nt el E X e o rCopPobessBr physicali nstallation

Before installing and using Intel ® MPSS, itis advisable to check if the host OS is able to

enumerate and assign ~ MMIO resourcestothe | nt el E Xeon Phi E.Thedspai ocessor
command, commonly found on Linux* installations, can be used to achi eve this. The f ollowing

shows typical output indicating the presence of a single Intel® Xeon Phi E coprocessor

[host]$  Ispci | grep -iC o- processor
08:00.0 Co - processor: Intel Corporation Device 225c (rev 20)

To verify that the BIOS/OS is able to assign al | the required resources to the Intel® Xeon
Phi E c opr cexeeuteshe following , noting that the earlier command reported that the
Intel E Xeon Phi Eisanobys rswic mumizo08 :00 .

[host] # Ispci -s08:00.0 Tw
08:00.0 Co - processor: Intel Corpo ration Device 225c (rev 20)
Subsystem: Intel Corporation Device 2500
Physical Slot: 4

Control: I/O+ Mem+ BusMaster+ SpecCycle - MemWINV VGASnoop
ParErr+ Stepping - SERR+ FastB2B - DisINTx+
Status: Cap+ 66MHz - UDF FastB2B - ParErr - DEVSEL=fast

>TAbort - <TAbort - <MAbort - >SERR <PERR INTX -
Latency: 0, Cache Line Size: 64 bytes
Interrupt: pin A routed to IRQ 56
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