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Introduction

1 Introduction

¢ KS Ly GSt doproc&sors areé RCledbased -duidards that run a version of

Linux* tailored for these coprocessots. K S [ Ay dzEf h{ F2NJ LydStt . §
coprocessors, as well as a range of drivers and utildiesincluded in the Intel®

Manycore Platform Software Stack (Intel® MPB®).responsibilities of these drivers

and utilitiesinclude:

Placing the Linux* boot image and root file system into coprocessor memory.
Controlling coprocessor booting, shutdownd reset.

Providing an IP (over PCle) networking connection to each coprocessor.
Directing power management of each coprocessor.

Supporting high speed data transfer to and from the coprocessor.

The PCle bus is the only communication channel available®t Ly 6 St t+ - S2y t K
coprocessors. Therefore configuration and provisioning of the OS to be executed on

SIOK LyidStt -S2y tKAnu O2LINRPOSa&az2NI Aa LISNF2N
coprocessor is installed.

The Linux* kernel and file system image forthg/ 4 St 1t - S2y t KAxn 02 LINE (
installed into the host file system as part of Intel® MPSS installation. The coprocessor

file system image can be configured through the use oftineetrl.exe utility described

below and/or directly by the host root.

= =4 —a A A

The micx64.sydriver is the component of Intel® MPSS that provides PCle bus access
and implements the coprocessor boot process. To boot a coproceasiig4.sys

injects the Linux* kernel image and a kernel command line into coprocessor memory
and signalst to begin execution. A virtual network driverinstalled asnicvethx64.sys
Finally,micx64.sydirects power management of the installed coprocessors and
provides a high speed data transfer over PCle through its Intel® Symmetric
Communications Intedce (SCIF) driver.

Micctrl.exeis a utilitythrough which the user can control (boot, shutdown, reset) each

2T UGUKS Ayadalff SR L y.iusdirlexealss aff¢rs nuikdrans opidrisINE OS & &
to simplify the process of configuring each coprocesSartion 5 of this document,

dThe micctrl.exe Utility SescRbes themicctrl.exe utility in detail.

User's GuideWindows) 1
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2

Post Installation Quick Configuration

2.1

2.2

2.3

NOTE:

After the installation of theMSI(consult thereadmewindowspdf file for installation
instructions), the system adgiiA & G NI 02 NJ Ydzad O2YLX SGS (GKS Ly
coprocessor configuration before startingthe Intel& 2y t KAxn 02 LINR 0S4 & 2 NE

Step 1. EnsureAdminAccess

Users must baddedto i KS aL/ ! {9w{ 3INRdzLJ Ay 2NRSNJ (2 f2
coprocessor (refer t&ectionl3.4for steps to create the MICUSERS group and add

users to the filesystem).

'aSNJ FO0OSaa 2 GKS LyaStt -S2y tKAunu O2LINROS
shell utilities.Ensure theadmin user hFassshkeys.If no SSHeys existgenerate a set of

SSH keys with an external utilitgfer to Sectioril3.3for key generation instructions).

Step 2: Change Configuration

Exanine theglobal.xmland micNxmlfilesin the CA\Program FilédnteAMPS$§

directory. If during installation, the base install directory was changed from the default,
this path will differ If the default configuration meets the requirements of the system
continue to SteB. Otherwise, edit the configuratiodML fileqrefer to Section 4,
oConfiguratio Ulfdthe micN.xml files do not exist, generate them by executing the
following command as an Adnistrator:

user_prompt> micctrl -g
Step3: Startthe Intel@eon Phi E
Coprocessors

In this document, lines preceded bger _prompt>  are used to represent a
Windows* command prompt; text following this string on the same line represents
commands to be exeted in a Windows* command window.

The default configuration specifiésK I &G S+ OK Ly G4Stt - S2y t KAun O2
bootedwhen thehost driverisloaded ¢ KA & YStya (GKFdG GKS LydStt
coprocessors will boot when the host system restafis.start the Intel® S2y t KA u
coprocessorsexecute thdollowingcommand as an Administrator:

user_prompt>  micctrl -- start

Document Number: 33007001US
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Thecalltanicctrig At € SEAG 6KSYy AlG RSGSNXAYySa (GKS Ly
have either booted successfully or failed to boot
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IntelEMPSSBoot Process

Booting the Linux* kernelonthetel® S2y t KAu O2LINROS&aa2N) OF NR
of steps.Figurel shows the sequence of steps that are performed during the Intel®
MPSS booprocess.

Linux kernel boot:

and executes ini

script in attached
initial ram disk

Micctrl utility
creates kernel
command line

Micctrl utility

instructs MIC

driver to boot
Xeon Phi

f root device
initial ram dis)

MIC driver injects
Linux image into
Xeon Phi memo

MIC driver injects
initial ram disk
into Xeon Phi Request and
memory Execute/ sbirinit download tmpfs
in initial ram disk image from mpsg
service

MIC driver trigger:
boot process on
Xeon Phi

Inform host that the Execute shir/init
Xeon Phi system is g in new root
ready for use partition

Figurel Boot process for Inteéd MPSS
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3.1

3.1.1

3.1.2

3.1.3

Booting the I ntelE Xeon

This section describes the key steps that are performed during the Intel® MPSS boot
procesontheintel® S2y t KAu O2LINROSada2N) OF NR®

Kernel Command Line

On most Intel® based systems, loading and executing the Linux* kernel image is
controlled by thegrub boot loader. In thegrub configuration file, each possible kernel
definition contains a number of paramess to be passed to Linux* through its kernel
command line. In thintel® MPSBoot system, this is done byicctrl.exeparsing its
configuration files. The kernel command line is created based on values in the
configuration files and placed in the Wiviitey cmdlinefor the driver to retrieve it.

|l nstruct the Driver to Boot +th
Coprocessor Card
Themicctrl utility requests theintel®- S2y t KAxn O2LINRB OSaaz2N) OF NR

Linux* image by executing tHgootMICWMI method. Thisnethod is a link into the
MIC driver through WMI.

Themethod ResetMIOnay also bexecutedand will be discussed later.

When the driver receives the boot request, it first checks to see whether the
coprocessor is in theeadystate. If the coprocessor it ready to boot it will return an
error from WMI and will not attempt to boot the coprocessor. Otherwise it sets the
state of thelntel® S2y t KA xn Oatige 0Sa a2 NJ (2

The driver then saves the image file name for later retrieval throughniage WMI
entry. It also sets the mode to indicate it is booting a Linux* image

The driver will copy the kernel command line setting request byntieetrl utility, along

with a number of addresses in host memory required by various drivers in the Linux*

image.LG GKSy O2LMASa (GKS NBI|jdzSaiGdSR [AYydzEF AY!l 3
O2LINPOS&aa2NRa YSY2NEO

The last step is to write to thimtel® S2y t KAx O2LINRBOS&aa2NJ NBIAail
start executing the injected image.

Linux* Kernel Executs

Executing the-inux* kernel code functions as it does on any Intel® based machine. It
AYAGALFEAT S& KFENRgFNB>S adlNIa 1SNYySt aSNBAOS
When the kernel is ready, it initializes its attached initial ram disk image and starts

executing theinit script in the image.

As on any Intel® based Linux* system, the initial ram disk contains the loadable modules
required for the real root file system. Many of the arguments passed in the kernel

User's GuideWindows) 5
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3.1.4

3.1.5

3.1.6

command line are addresses required for thedules to access host memory. Tihi
script parses the kernel command line for needed information and loads the driver
modules.

The last step is for thmmit script to check theoot= parameter in the kernel command
line for the type of device containinthe root file system, and take the appropriate
actions.

Root is the Initial Ram Disk

Setting the root to be the initial ram disk is for debug purposes only. The initial ram disk
contains only a minimal set of tools and utilities.

Root is a Ram Disk Imag

If the root is set to be a ram file systean initial file system is written into the
coprocessor memory

After the file has beemritten and the coprocessor bootetheinit script creates a
tmpfs (Linux* ram disk file system type)limel® S 2 y copikoersor card memory
and extracts theeompressedile system information into it. This image must contain
everything needed to start a fully functional Linux* system.

The ram disk image is activated as the root device by calling the lsnitch_root

utility. This special utility instructs the Linux* kernel to remount the root device on the
tmpfs mount directory, release all file system memory references to the old initial ram
disk and start executing the nefsbin/init function.

/sbin/init performs tie normal Linux* user level initialization. All the information
required must have already been in the compressed cpio file.

Notify the Host that the I nt
System is Ready

The last step of any of these initializations is to nofifg host that the coprocessor card

is ready for access. It does this by writing to its
/sys/clag/micnotify/notify/host_notifiedentry. This causes an interrupt into the host

RNA GOSN g KAOK dzLJRlodlidea G KS OF NRQa aidldsS a2

Document Number: 33007001US
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4 Configuration

Thissectionfoci Sa 2y O2y FAIdzNAY3I LyaStt+t - S2y t KAwx
configuration files, kernel command line parameters, and authentication.

4.1  ConfigurableComponents

On a typical Linux* system, the installation and configuration process is performed as a

series of questions posed by the system and answered by the installer/operator. Since

0KS LyaStt -S2y tKAu O2LINRPOSaaz2N) OF NRa R2 Yy

process is replaced by editing the configuration files and usingnibetrl.exeutility.

The configuration parameters have three categories:

1) t FNF YSGSNE GKFG O2y GNRE f2FRAYy3I GKS LyGaSt:
onto the card and initiating the boot process.

2) Parameters to define the root file system to be used on the card.

3) Parameters taonfigure the host end of the virtual Ethernet connection.

4.2  ConfigurationFiles

This section briefly discusses configuration file formats and use of the Include
parameter tomicctrl.exe

4.2.1 File Location and Format
Configuration is controlled by per card capifration files located in th€\Program
FilesInteNMPSS&directory. Each card has an associated micN.xml configuration file,
where Nisthe integerID of that cardi.e.: mi®.xml, micl.xml, etc.)

Each of the configuration files contains a list offeguration parameters and their
arguments.

4.3  ConfiguringBoot Parameters
¢KS K2ad aeaidsSy o0220a GKS LydaStt -S2y tKAmnu
kernel image and kernel command line into coprocessemory and then instructing
the coprocessoto start. To perform this operation, the host system reads the
configuration files and builds the kernel command line from relevant parameters. By
default, the boot parameters are placed in the gErd micN.xml files, allowing each

User's GuideWindows) 7
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4.3.1

4.3.2

4.3.3

4.4

4.5

card to be configured tependently of the other cards. If a boot parameter is placed in
the global.xml file then it will apply to all cards unless overridden

Power Management

ThePowerManagemenparameter specifietheL y § St t - S2y t KAun O2 LINE O
power management settirgg The system owner can specify different power

management settings by editing these values. The changes takes effect upon executing

either micctrl --start or micctrl -b.

Command Line

TheCommandLingarameter controlsvhat options are passed the Intel®- S2y t KA u
coprocessor whemnintel® S2y t KA n stgsLINE OS & & 2 NJ

Networking

TheNetworking parameters specify various settings suchR&ddressHostIPAddress
Subnet MACAddressandHostMACAddressThese settings will not take effect until
thelntel®- S2y t KA n i$restameB.0S & a 2 NJ

Root File System

Every Linux* system needs a root file system with a minimal set of files. Other

nonessential files may be on the root or they may be on secondary mounts. Most

modern Linux* OS releases assume thetffile system will be large enough to install

the complete release into. Thetel® S2y t KAu O2LINRPOS&aaz2N) SYo SRF
currently follows the same rule.

Files on the root fall into three categories: the binaries installed with the system, the
files in the/etc directory,which are usedor configuring parameters uniquely to an
individual systemand the set of files for the users of the system.

Intel®MPSS provides a set of configuration parameters that are used in building the
root file systemima S ® wS ¥ SNJ (Canfiquhi@doAPardmetedo Ey&® { SOGAZ2Y
c O iile File System Creation Progess ¥ @eNidfoymation.

Bridging
Windows provides functionality for creating a software bridge that connects two or

more networks so that they can communicate. Network packets received on any of
these bridged networks are passed unchanged to the bridge.

Document Number: 33007001US
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4.5.1

Thebridge is assigned the IP address associated with the symtanhichit exists

Network packets arriving on any of the physical interfaces are passed to the bridge. If
the destination for the packet is the IP address assigned to the bridge, it sdo@sthe
TCP/IP stack on the system. If it is any other destination, the bridge performs the role
of a network switch and passes it to the correct physical interface for retransmit.

Steps to create a network bridge in Windows

1) Open Network Connectior{slold<WIN+r> to openRun dialog. Ber ncpa.cpland
clickOK).

2) Hold downCTRIand select eachetwork connection that you want to add to the
bridge.

3) Rightclick one of the selected network connections, and then &iittge
Connectiongadministrator privileges are requirgd

Internal Bridging

Internal bridging is a term created to describe a networking topology with Intel® Xeon
t KAxn O2 kiaBnécted thraubld a bridged configuration. The advamtghe
internal bridge over the default static pair network configuration is the ability for the
coprocessos to communicate with each other as well as the host.

ethO -
12.12.12.12 ico y| mic MicO
> mic * 1010101 | '€
Host
10.10.10.254 ,
. o | micO .
—» micl > 10.10.10.2 Micl

Figure2 Internal Bridge Network.

Figure Zllustrates the internal bridged network topology. In this example the host and
the coprocessorgan all communicate through the 10.10.10 subnet. The host can
communicate outside through the 12.12.12 subnet but tbprocessos cannot. The
configuraton required to create this topology would be:

micO.xml
<IPAddress>10.10.10.1</IPAddress>
<HostIPAddress>10.10.10.254</HostIPAddress>
<Subnet>255.255.255.0</Subnet>

User's GuideWindows) 9



[} ®
l n tel} Intel® Manycore Platform Software Stack (Intel® MPSS)

4.5.2

10

micl.xml
<IPAddress>10.10.10.2</IPAddress>
<HostIPAddress>110.10.254</HostIPAddress>
<Subnet>255.255.255.0</Subnet>

External Bridging

External bridging is a term used in the Intel® MPSS software to describe a network
topology where the virtual network interfaces are bridged to a physical network
interface. Thisisthe desired configuration in clusters.

The airrent releaseof IntelBMPSS foWindows supports creating static external
bridge configuration Adhcp-based external bridge configuratiasmplanned foia future
release

Cluster Manager Node

EthO
| 10.10.10.1 |

'3 e

Cluster Node 0 Cluster Node 1 Cluster Node n
‘ = sor el [
10.10.10.2 / 10.10.10.5 ‘
1 i S 1 } I U l .
eth0 micO micl eth0 % mic0 micl
[ | | S | T P |
Mic0 [ | Mic0 [ | ™o | MicO
10.10.103 | | 10.10.10.4 | | 10.10.106 | 10.10.10.7
| | = ‘ J
| |

Node 0 MicO | Node 0 Mic1 | Node 1 MicO | Node 1 Mic1

| | J L
Figure3 External Bridge Network
Figure 3llustrates the external bridged network topology. In this examgierent
cluster nodes and theoprocessos on each cluster node can all communicatthweach
other through the 10.10.10 subnetNormally, the system administrator wdbnfigure

the bridge br0 and ti¢he ethQ interface to it. The configuration required to create this
topology would be:

Cluster Node 0
mic0.xml
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<|PAddress>100110.3</IPAddress>
<HostIPAddress>10.10.10.2</HostIPAddress>
<Subnet>255.255.255.0</Subnet>

micl.xml
<IPAddress>10.10.10.4</IPAddress>
<HostIPAddress>10.10.10.2</HostIPAddress>
<Subnet>255.255.255.0</Subnet>

Cluster Node 1

micO.xml
<IPAddress>10.10.10.6</IPAddress>
<HostIPAddress>10.10.10.5</HostIPAddress>
<Subnet>255.255.255.0</Subnet>

micl.xml
<IPAddress>10.10.10.7</IPAddress>
<HostIPAddress>10.10.10.5</HostIPAddress>
<Subnet>255.255.255.(8ubnet>

Currently the micctrl utility does not support setting up the default gateway in the
LydStt copracygssoffoKektarnal bridge configuratigrsoit is necessario
manually change it using the following command

9 For all cards on Cluster Node 0
user_prompt> route add default gw 10.10.10.2
9 For all cards on Cluster Node 1
user_prompt>  route add default gw 10.10.10.5

4.5.3 Routing

Windows' providesfunctionality to route network traffic between two or more
networks. IP routing is disabled by defaultifindows.

Steps to enable routing in windows:

1) Go to Runtype "cmd"(without quotes.

2) Enter the following commands:
user_prompt>  sc config RemoteAc cess start= auto
user_prompt > sc start RemoteAccess

There is no change needed in the configuration files for eaphocessolin order to
support this. Since micctrl utility currently does not support setting up the default
gateway in thdntel® Xeorn K Xoprocessoyit is necessarjo manually change it using
the following command:

user_prompt>  route add default gw HOST_IP
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The micctrlexe Utility

51

5.1.1

5.1.2

NOTE:

12

Themicctrl.exeutility is a multipurpose toolbox for the system administratoit.
provides these categories of functionality.

1 Card state controf boot and reset control.
1 Configuration file initialization and propagation of values.
1 Helper functions for modifying configuration parameters.

Themicctrl.exeutility requires a first argment specifying the action to perform,

followed by optionspecific arguments. The arguments may be followed by a list of

LyadStt . S22y tcddinames) FHiINER sh&va & thédyntax statements as

[mic card list]. The cardlist will be a list othe card names. For example, the list may be
GYAOM YAO0ésZ AT (GKSaS INB GKS OFNRa G2 02yl

Card State Control

Themicctrl.exeutility provides mechanisms for individual card contrblicctrl.exe

controlsintel® S2y t KAn O2 LINE OS sdigs2atdst@e iaRhea i S | YR
BootMICWMI method. Thenicnamevalue is literally the name of the mic card and will

be in the formatmicO, micl, etc.

Changing thestate requires full administrative rights

Booting I ntel E Xeon PhiE Copra
Command syntax

micctrl - b [mic card list]
Theintel® S2y t KAnu O2LINRPOSaa2N) OF NRoav Ydzad oS 2
inject the indicated Linux* image into the cards memory and start it booting.

Resetting Intel E Xeon PhiE Cop
Command syntax:
micctrl - r [mic card list]

Thelntel® S 2 y cbpkosersocard can be reset in any state. This commases
the ResetMIONMI method. The driver will perform a soft reset on tard by setting
the correct card PCI mapped register

Performingareset may result in the loss of file data that has not been flushed to a
remote file.
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5.1.3

5.1.4

5.2

5.2.1

5.2.2

5.2.3

A

Waiting for I ntelE Xeon PhiE C
Change
Commandsyntax
micctrl - w [mic card list]
Thewait option waits for the status of thtntel® S 2 y t K %essor Cagditd@ O
SAGKSNI a2yt AySé 2NJ aNBIFReé¢ P LG Fftaz2 |fft2064
mpssstartup. It is intended for users to verify thepssstartup, shutdown, or reset
procedure is complete. It has a btiitttimeout value of 30@econds.

Il ntel E Xeon Phi E Coprocessor C
Command syntax:
micctrl - s [mic card list]

Thestatusoption displays the status of tHatel® S2y t KAxn O2LINR OSaa2NJ
system.

Helper Functions for Configuration
Parameters

This section discees command options for adding and removing users and groups.

Adding Users to the I ntelE Xeoc
System

l RRAY3 | dzaSNJ 2 GKS LyaStt - S2y t KAun [ 2LINE
the addition of a user to the MICUSERS useungrSeeSectionl3.4for detailed

instructions on creating this group and adding users to the filesystem.

Removing Users from the I ntele6E
File System

RemovingauserfronktS Ly GSftt - S2y tKAxu [/ 2LINRPOSaa2N T
through the deletion of a user from the MICUSERS user groufsettienl3.4.1for
detailed instructions on using this group to rewe users from the filesystem.

Specifying the Host Secure Shell Keys
Commandsyntax
micctrl - - addssh <user> - f <path to public key file>
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53

53.1

14

micctrl -- addssh <username> <  public - key >

The--addsshoption adds the specified public key to thathorized_keydile in the
coprocessor filesystem. The user must belong to the MICUSERS group for this to be
effective on next boot.This command must be executed from a command prompt with
full administrator privileges

The public key file format can be OpenSSH publiddayat, PUTTY public key format,
or PUTTY private key format (usually saved with a file extension .ppk).

Without specifying thef option, the contents of an OpenSSH public key can be pasted
onto the command line directly and will be added directly to ¢tz SaNtfodized_keys
file.

The secure shell keys will not be updated until the coprocessor is rebooted using
micctrl. It is not sufficient to power cycle the host machine.

Other File System Helper Functions

Updating the Compressed CPIO Image
Commandsyntax:
micctrl - g [mic card list]

The-goption updates the image from the parametesgecified in configuration files
and file lists The new image will be used the next time the card boots.
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Adding Software

6.1

6.1.1

6.1.2

Typical installationare not static, and usually require the system administrator to add
I RRAGAZ2YIFE FAESa 2NJ RANBOGU2NASa G2 GKS Lydas
downloaded to the card

The File System Creation Process

In this section we describe the process of building a root file system

The base component of a root filesystem is a filelist. These can be fotinel i
installation directory under théilesystemsubdirectory. There is one filelist for each
coprocessor as well as a common filelist shared between all coprocessors.

Files can be added to the root file system by editing an existing filistampé,
micO.filelist) and adding the appropriate directives to the filelist.

There are sifilelist directive types:

dir <name> <perms> <uid> <gid>

file <name> <source> <perms> <uid> <gid>

slink <name> <to> <perms> <uid> <gid>

nod <name> <perms> <uid> <gid> <t ype> <major> <minor>

pipe <name> <perms> <uid> <gid>

sock <name> <perms> <uid> <gid>

Each directive type is specific to one of six types of files available on a Linux* file system.

The dir Filelist Directive

Thedir directive specifies a directoryith name is to be created in the card file system.
Theperms uid, andgidlF NBdzYSy ia aLISOATFE GK&dFduplHQa LISNY
respectively. A typical entry is:

dir /tmp 077700

The example defines the directoftynp to be owned by useroot and graip root, and
with global permissions for everybody.

The file Filelist Directive

Thefile directive specifies the file withameis to be created in the card file system

image. Theerms uid, andgidr NBdzySy da alLSOAFe (GK&dTAT SQa LI
group 1D respectively.
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Thesourceargument tofile isrelative to the location of the filelist itself

For examplethe followindfilelist directive in G:Program
FilesInteNMPS¥ilesystemmicO.filelist:

file /etc/passwd etc/passwd 644 0 0

The file Etc/passwdwill be added to the card file image and populated with the
contents of the fileCA\Program FilednteNMPS¥ilesystemmicQ etc\passwd It will be
owned by user root and group root, and with global read permission and root
modification permissio.

6.1.3 The slink Filelist Directive

Theslink directive specifies that a symbolic link withmeis to be created in the card
file system image, and linked smurce Theperms uid, andgid arguments specify the
aedyYoz2t A0 f Ay QiandiomDirgsgedtizely.d = dzA SNJ L5
A typical use of symbolic links is found in the Linux* startup scripts. The filelist
associated with the configuration parameter includes the following

slink /etc/rc3.d/S80sshd ../init.d/sshd 0755 0 O

This directs the creation ofsymbolic link on the cards file system accessing the
/etc/init.d/sshdfile when/etc/rc.d/S80sshds accessed.

6.1.4  The nod Filelist Directive
Thenod directive specifies that a device node withmeand oftype isto be created in
the card file system imageggpeY dza G 6S SAGKSNI 6 KS OKIF N¥ O SNJI Y
for character device. The argumemtsjor and minor must be integer values defining
the correct values of the node. Tperms, uid, andgid arguments specify the device
Yy2RS Q& LIS NND dnd gray|B, Tespaziively.
Most device nodes are created dynamically by a device driver. However, some legacy
devices still require a hard coded entry. For example fitekst for BaseDitincludes the
following entry, which specifies the creati of a device node for the console:

nod /dev/console 060000c51

6.1.5  The pipe Filelist Directive

Thepipe directivespecifies that a named pipe device file withmeis to be created in
the card file system image. Tiperms, uid, andgid arguments specifi KS LJA LIS Q&
permissions, user [@&nd group IDrespectively
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6.1.6  The sock Filelist Directive
Thesockdirective specifies that a socket device file witdimeis to be created in the
card file system image. Tiperms, uid, andgidr NHdzYSy a4 &dLISOATe (KS 4&:
permissions, user ID, and group ID, respectively.

6.2  Creating the Download Image File

The download image file is created by processinditakst for common and then the
filelist for a coprocessarin that order.

When the filelists are completely procesk micctrl -g will create a cpio entry for the
file and append it to the filemicNimage where N is the numeral indicator for that
device.

6.3  Adding Files to the Root File System

Adding a file to the root file system can be done by addimgntry to some xisting
filelist, indicating the location of the file.

6.3.1  Adding Files by Copying

When adding a file to an existiffitglist, the first decision is whether the file should be
accessible by all the cards or only a particular one. If it is required fardd to have
access, then copy the file to a location under the directmmnmon. and amend its
filelist. Otherwise, copy the file to the directory middr coprocessor 0, mitIfor
coprocessor 1, etc. Then update the corresponding filelist.

If a directay had to be created for the added file, do not forget to insert the
appropriatedir entry prior to the newfile entry.
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7

|l ntel E Xeon Phi E Cop
Information Tool: Micinfo

7.1

1.2

18

TheMicinfo command displays information aboutthey 4 St + - S2y t KAn O2 LN
cards installed on the system along with relevant details about the §ystem, micre

OS and the driver The cfaultinstallation locatiorfor the micinfo.exe tool is the

C\Program FilednteNMPS&hin directory.

SimpleMethod

The following is the simpst way to execute Micinfo:
user_prompt>  mici nfo

For Advancal Users

Command syntax
user_prompt>m icinfo [OPTIONS]

OPTIONS
- help : Display command help.
- listDevices cListally G Sttt - S2y t delices dotctetlE OS & a2 NJ

- device Info <deviceNum> [-group <groupname>] : Displays

information about the usespecified. y 1 St t - S2y tcd#dA u O2LINRP OSAa &
(determined by<deviceNum}y: User may additionally specify the type of

information with-group<groupnameoption.

Valid values fokgroupname>are:

Versions : Show Flash and uOS versions.

Board Y {K2¢g LyGStt -S2y tKAnu O2LINROSaazN
Core : Show number of cores, voltage and frequency.

Thermal : Show fan and thermal related data.

GDDR: Show device memory relaténformation.

=a =4 -4 —a -9

-version  : Display the tool version.
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|l nt el E Xeon PHaifdfm Cop
Status Panel Mismc

Micsmcisthd y 0 St t - S2y t KA u Statds Pl gkeanicgmdiodl dah G F 2 NI
function in two modes: graphical user interface (GUI) made commandine interface

(CLI) mode. GUI mode providesrdah YS Y2y AG2NARy 3 2F £t RSGSO
coprocessors installed in the system. The CLI mode produces slsogpew of the

status, which allows CLI mode to be used in cluster scgigpplications. The micsmc

tool monitors core utilization, temperature, memory usage, power usage statistics, and

error logs, among other features. THefault installation locatioris CA\Program

FiledInteNMPS$hin.

The micsmc tool is based on the warfkthe Qwt project (http://qwt.sf.net).

The Status Panel User Guide is available in all supported languages, in PDF and HTML
formats, at C\Program FilédnteNMPS&docd sysmgmt.
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|l ntel E Xeon Phi E Cop
Verification Tool: Miccheck

20

The miccheck utilitis used to verify the configuration and current status of the Intel®
- S2y tKAu O2LINRPOS&aa2N) a2Fdgl NB adlOle Li
LydStt -S2y tKAux O2LINRPOSaaz2Nbvaov AyadlffSR:
default behavior is to run all enabled tests on the host system first, and then on each
LyaStt - S2y tKAu O2LINRPOS&aa2NJ Ay GdNy o
For detailed informatiorabout miccheckrefer to the help option of the program

user_prompt> miccheck -- help

4
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10 I ntel E Xeon PRME Cop
Tool: Micras

Micrasis theapplicationrunning onthe Host systento collect and log RAS events
ISYSNIGSR o0& LyaStt -S2y tKAu O2LINROSaaz2NI O
handling test and repair by kicking the card into Maintenance mode upodetextion

of an uncorrectable or fatal RAS event. It runs as a Windows* serviceelddtd

installation locatioris CA\Program FilégnteNMPS&bin.

Micras logs messages into file micras.log located und@&r@gram
FilesdInteNMPS$hin. The log messag include but are not limited to:

1 MCA events including both correctable and uncorrectable events.
1 Card reset, Maintenance mode test or repair messages.
1 RAS daemon software operation messages.

An example of the RAS log entry appears below:

Tue Mar 516:2 4:29 2013 MICRAS ERROR : Card 2: failed getting card mode

Timestamp Severity Level Message Body

10.1 Simple Method

Micras is installed as a Windotservice.

The following is the simplest way $tart micras service
user_prompt>  micctrl -- start
user_prompt>  net start micras

To stopmicras service, execute the following command
user_prompt> net stop micras

10.1.1 Configure Micras Service to Start when Windows* Boots
(optional)
To configure the micras service (RAS) to start when the Windows* OS boots , do the
following:

1) In a command window, typgervices.mscand press Enter.

2) InServicesrightclickintel(R) Xeon Phi(TMEoprocessoReliable Availability
Service and clickProperties

3) On theGeneraltab, inStartup type selectAutomatic, and click OK.
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For AdvancedJsers

The micras tool can be used in these various ways. See the detailed usage below:

Tablel

Intel® Manycore Platform Software Stack (Intel® MPSS)

Command syntax

user_prompt> micras [OPTIONS]

OPTIONS:
- help : Display command help information.

i - daemon: run micras in daemon mode. This option is the same as rgmiaras
as a service. Micras will run in the background and handle/log errors silently. In
daemon mode, micras logs messagemicras.log located under

1 CAProgram FiladnteNMPS&bin.

1 - loglevel [loggingLevel] : set the level of detail that gets loggedth the

micras tool. The accepted levels are from 1 to 15. It i@ kepresentation, where
bits 0- 3 mean the following:

(0]
(0]
(0]
(0]

Bit 0¢ Enables Informational Messages
Bit 1¢ Enables Warning Messages

Bit 2¢ Enables Error Messages

Bit 3¢ Enables Crital Messages

to the console prompt. The severity level of micras log messages is mostly aligned with
the standard RFC 5424 syslog severity level. Currently, there are four severity levels
available (see TablB.

Use CtrC to exit micras and return to aersprompt.

Severity Levels

Severity Description General Description Action
INFO Informational Normal operational messages, | No action required,
messages for information purposes (such

as reporting).

WARNING | Warning Warning messages. Not an No immediate
conditions error, but an indication that an | action required.
error might occur if action is nof
taken.
ERROR Error conditions | Nonrurgent failures. The failure| Advise developers

might be recovered by softwarg or admhistrators.
itself.

Document Number: 33007001US



[ | ®
LYaStt -S2y tKAun /2LINROSaaz2NI w!{ ¢22fY aAiAONI a ‘lntel)

CRITICAL | Critical Critical conditions that should | Immediate action
conditions be corrected immediately. required for some
Micras software has some test | error conditions
and repair capability buiin. But
some critical condition will
NBIljdZA NS | RYAYQ
remove/replace components.
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11 I ntel E Xeon PUtlityE Cop
Micnhativeloadex

The micnativeloadex utility will copy an Intel® XeomRluiprocessor native binary to a
specified Intel® Xeon Phtoprocessor and execute it. Thidlity automatically checks

library dependencies for the application and if they can be found in the default search

path (set using the SINK_LD_LIBRARY_PATH environment variable), the libraries will also
be copied to the device prior to execution. Thimgiifies running Intel® Xeon Bhi

coprocessor native applications since the utility automatically copies the required
dependencies.

In addition, the utility can also redirect output from the application running remotely on
the Intel® Xeon Phicoprocessoback to the local console. This feature is enabled by
default, but can be disabled with a command line option. For further details on
command line optionssee the help section below.

Note that if the application has any library dependencies, then the

SINKLD LIBRARY_PATH environment variable must be set to include those directories.
This environment variable works just like LD_LIBRARY_PATH for normal Linux*
applications. To help determine the required libraries, execute micnativeloadex with the
-l commandine option. This will display the list of dependencies aaicatewhich

ones have been found. Any dependencies not found will likely need to be included in

the SINK_LD_LIBRARY_PATH.

NOTE: For more information about micnativeloadex, refer to:

user_prompt>micn  ativeloadex -- help
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12  Host File System Share

Sectionsl2.1 and12.2 demonstrate how to set up an NFS share on Windows* Server.

1 For Windows* Server 2008 F&P1] continue to Sectiod2.1
1 For Windows* Server 201&hd Windows* Server 2012 R&kip to Sectiod2.2

NOTE: NFS server is supported on Windows* Server 22R8P1Windows* Server 2012and
Windows* Server 201R2only. It is NOT supported on Windows* 7 or Wingd*
8/8.x.

12.1 NFS Share on Windows* Server 2008 R2P1

12.1.1 Add the NFS Server

1) StartServer Manageand navigate to th&olessection. RightclickRolesand
selectAdd Roles

E:,: Server Manager

File Acton \View Help
&= 7= d

ia Server Manager (berta-186-242)

=2
E}%i Add Roles

ﬁ::] Feah Remove Roles

2) IntheAdd Roles Wizardselect theFile ServiceRole:

Select one or more roles to install on this server,
Roles:

|:| Active Directory Certificate Services

D Active Directory Domain Services

D Active Directory Federation Services

[] Active Directory Lightweight Directory Services
D Active Directory Rights Management Services
[ application Server

D DHCP Server

I:‘ DNS Server

[] Fax server

File Services

[] Hyper-v

[ ] Metwork Policy and Access Services
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3) Continuing in the wizal, under File Service Role Services, seledtrvices for
Network File System
NOTE: Clear the File Server check box, if necessary.

Select the role services to install for File Services:
Role services:

| File Server
= | Distributed File System
[] DFS Namespaces
[] oFSs Replication
[] File Server Resource Manager
ill Services for Network File System
[] windows Search Service
= [[] windows Server 2003 File Services
[] Indexing Service
[] BranchCache for network files

4) ClickNextand then clicknstall. In theResultspane, confirm that the installation
was successful.

'@' Installation succeeded
The following role services were installed:
services for Network File System

12.1.2 Provision a Fiéder for the NFS Share

1) InServer Managerselect (highlight) thé&hare and Storage Managemeitem that
was just added under RolesFile Services. Click Actigt@ RA G b C{ / 2y FA 3 dzNJ

= age E,= Server Manager
File § Action J View Help File | Action Miew Help
e I 4= & Provision Storage...
Tk Server Manager (berta-186-242) % o S e
=
B & Roles. . = _:‘_; Manage Sessions. ..
= __:5 F_'IE Services = Manage Open Files,
P8l Share and Storage Management J = -
{5 Web Server (115) 7| EditNFS configuration... I '
#&i| Features -

2) SelectUse Services for NFS to Shamddeérsand clickProvision a Shared Folder

Wizard
Select a step: Instructions:
Select an Identity Mapping Solution :
Set Up Domain Authorzation Use Services for NF$ to Share Folders

Corfigure @ Netgroup Source

‘You can use the Provision a Shared Folder Wizard to create NFS shares.
Open Firewall Ports

Use Services for NFS to Share Folders

Addtional Information I

Provision @ Shared Folder Wizard I
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3) On theShared Folder Locatiopage of the wizard, enter leocationvalue for the
NFS share.

Specify the folder that you want to share. On a volume with appropriate characteristics
and space. select an existing folder or create a new one. f an appropriate volume does
not exist, click Provision Storage and create one.

Location:

Available volumes:

WVolume I Capacity I Free Space I Type
) 260 GB 235 GB Simple
BERTA_O5_CACHE (E) 16DGE 150 GE Simple
1] | i3
4) For this example, accept the default NTFS permissions.
Path:
[E:\MY_NFS_TEST I

Do you want to change the NTFS pemissions for this folder?
¥ Mo, do not change NTFS pemissions
™ Yes, change NTFS permissions

To change NTFS pemissions, click Edit Permissions.

Edit Pemmissions. .. |

5) Select theNFSheck box and fill in thBhare nane field.

¥ NFS

Share name:

Irlfs-tests I

Share path:
[\\berta-186-242\nfs tests

6) UnderEnable unmapped user acceselectAllow unmapped user Unix access (by
UID/GID)

Specify one or more allowed authentication methods for the share:
™ Kerberos v5 integrity and authertication (Krb5i)

[~ Kerberos v5 authentication (Krb5)

¥ Mo server authertication (Auth_SY5)

¥ Enable unmapped User access

*  Alow unmapped user Unix access by UID/GID)

{~ Alow anorymous access {not recommended)
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12.1.3 Specify the NFS Share Permissions

1) InGroups and host permissionghange the Access field faLL MACHINEfoup
to No AccessThis prevents unspecified bts from accessing the NFS share. Click
the Add button.

Share path:
|\\berta-186-242\nfs tests

Groups and host pemissions:

Defauit

ALL MACHINES ANSI Disallowed

2) Now, specify a host and set ftermissiondo ReadWrite. SelectAllow root access
ClickOKto return to the previous dialog box.

Add Group or Host x|

Add group or host and configure NFS share pemmissions and encoding for client
access

f+ Host:
J152168.1.100 |
 Client group:
|ALL MACHINES ]

) Netgroup:

| 4

Encoding: Permissions:
{ANs| =l |Read-wite =

Allow root access (not recommended)

ok | Cancel |

3) Verify the Host haReadWrite permissions andRoot Acessis Allowed. ClickNext,
then clickCreate

Share path:
[\\berta-186-242\nfstests

Groups and host permissions:

Name | Encoding | Access | Root Access |
Host

[192.183,1 100 ANSI Read-Wiite Alowed ]

Defauit

ALL MACHINES ANSI No Access Disallowed
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12.2

12.2.1

4) Close theProvision a Shared Folder Wizatgervices for NFS Configuration Guide
dialog box, anderver Manager

5) Proceed to Sectioh2d oMoundthe NFS Shated

NFS Share on Windows* Server 2012nd
Windows* Server 2012R2

Sectionsl2.2.1 throughl12.2.3 use the Server Manager user interface to set up an NFS
share on Windows* Server 208hdWindows* Server 201R2 For an alternative
method using Powet®Il* cmdlets, skip to Sectioh2d H duseXPowerShell* Cmdlets to
Create NFS Share (optiorgalp

Add the NFS Server

1) StartServer Manager On the dashboard, clickdd Roles and Featurem the
Managemenu.

i Server Manager [= ==
@1 F

>~ Server Man r » Dashboard Manage Tools  View  Help

Add Roles and Features
Remowve Roles and Features
E Dashboard WELCOME TO SERVER MANAGER
Add Servers

B Local Server

Create Server Group

e 0 Configure this local se__|Sever Manager Properties

g File and Storage Services b

WHAT'S NEW

2) IntheAdd Roles and Features Wizardickinstallation typein the left column.
SelectRole-based or featurebased installation

& A e [ e [= [ o [

DESTINATION SERVER

Select installation type erta-196-137

Select the installation type. You can install roles and features on a running physical computer or virtual
machine, or on an offline virtual hard disk (VHD).

'®) Role-based or feature-based installation

Configure a single server by adding roles, role services, and features.

(_! Remote Desktop Services installation

Install required role services for Virtual Desktop Infrastructure (WDI) to create a virtual machine-based
or session-based desktop deployment.
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3) ClickServer Selectiomnd Select a server from the server padbelect tle server.

DESTINATION SERVER

Select destination server barts-186-137

Before You Begin Select a server or a virtual hard disk on which to install roles and features.

Installation Type (® Select a server from the server pool
e

Server Roles Server Pool

Featuras
Fitter: | |
MName IP Address Operating System

berta-186-137

4) ClickServer RolesUnderRoles expandFile and Storage Servicethen expand-ile

and iSCSI ServiceSelectServer for NFS

DESTINATION SERVER

Select server roles oerta 186,137

Before You 8egin Salect ane or more roles to install on the selacted server,

Installation Type Roles Description

Server Selection M| File And Storage Services (Installed) Ll Server for NFS enables this
T oo T v

4 [ File afnd iSCSI Services based computers and other
Featurss [[] File Server computers that use the network file
[] BranchCache for Metwork Files system (NFS) protocol.

[[] Data Deduplication

[C] DFS Namespaces

[C] DFS Replication

[C] File Server Resource Manager =
[[] File Server V55 Agent Service

[[] iSCSI Target Server

v Storage Services (Installed)

O Hyper-v
M1 Mabsnrds Dalims and Arrare Candirar w
< L] | >

| <Previous | | Next > Install Cancel
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5) A confirmation dialog box will appear. Click theéd Featuresutton.

Add Roles and Features Wizard

=

Select server rofg
=

Add features that are required for Server for NFS?

You cannot install Server for NFS unless the following role services
= ior features are also installed.
4 File And Storage Services
4 File and iSC5I Services
File Server
4 Remote Server Administration Tools
4 Role Administration Tools

4 File Services Tools

[Tools] Services for Network File System Management

<| m

Include management tools (if applicable)

|MdFmtums|

DESTINATION SERVER
barts-186-137

X

pr NF5 enables this

r to share files with UNIX-
bmputers and other

15 that use the network file
MFS) protocol.

6) Returning to theAdd Roles and Feature&/izard selectConfirmationin the left

column. Click thénstall button.
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Confirm installation selections e 86.137
Befors You Begin To install the following roles, role services, or features on selected server, click Install.
Installation Type [] Restart the destination server automatically if required
Server Selection Optional features (such as administration tools) might be displayed on this page because they have
been selected automatically. If you do not want to install these optional features, click Previous to clzar
Server Roles N
Features
~ordiT File And Storage Services
File and iSCSI Services
File Server
Server for NFS

Remote Server Administration Tools
Role Administration Tools
File Services Tools
Services for Network File System Management Tools

Export configuration settings
Specify an alternate source path

[ <Previous | | next> [ stal || Concel

7) IntheResultspane, confirm that the installation was successful.

Installation progress T

View installation progress

o Feature installation
|
Installation succeeded on berta-186-137.

File And Storage Services
File and iSCSI Services

DT

Server for NFS

Remote Server Administration Tools
Role Administration Tools
File Services Tools
Services for Network File System Management Tools

12.2.2 Provision a folder for the NFS Share

1) In Server Manager, cli¢kle and Storage Servic@stheleft column of he
Dashboard.
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Server Manager * Dashboard

Dashboard WELCOME TO SERVER MANAGER

B Local Server
Wi All Servers
I BE File and Storage Services DI

o Configure this local server

QUICK START

2 Add roles and features =

2) Select the desired server from the list. Citiaredn the left column.

_ n SERVERS -
= All servers | 1 total TASKS w
_' Volumes Filter P @Y B~ ¥)
L Disks
L Storage Pools | Server Name IPv4 Address  Manageability Last Update Wind
Stures 7 Online - Performance counters not started
iSCS|

3) ClickTo create a file share, start the New Share Wizard

4) IntheNew Share WizardclickSelect Profileand selecNFS ShareQuick
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